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Abstract. Recent years have witnessed an increasing interest in designing algo-
rithms for querying and analyzing streaming data (i.e., data that is seen only once
in a fixed order) with only limited memory. Providing (perhaps approximate) an-
swers to queries over such continuous data streams is a crucial requirement for
many application environments; examples include large telecom and IP network
installations where performance data from different parts of the network needs to
be continuously collected and analyzed.

Randomized techniques, based on computing small “sketch” synopses for each
stream, have recently been shown to be a very effective tool for approximating
the result of a single SQL query over streaming data tuples. In this paper, we
investigate the problems arising when data-stream sketches are used to process
multiplesuch queries concurrently. We demonstrate that, in the presence of mul-
tiple query expressions, intelligentBharing sketcheamong concurrent query
evaluations can result in substantial improvements in the utilization of the avail-
able sketching space and the quality of the resulting approximation error guar-
antees. We provide necessary and sufficient conditions for multi-query sketch
sharing that guarantee the correctness of the result-estimation process. We also
prove that optimal sketch sharing typically gives rise\f@-hard questions, and

we propose novel heuristic algorithms for finding good sketch-sharing configu-
rations in practice. Results from our experimental study with realistic workloads
verify the effectiveness of our approach, clearly demonstrating the benefits of our
sketch-sharing methodology.

1 Introduction

Traditional Database Management Systems (DBMS) software is built on the concept of
persistentdata sets, that are stored reliably in stable storage and queried several times
throughout their lifetime. For several emerging application domains, however, data ar-
rives and needs to be processed continuously, without the benefit of several passes over
a static, persistent data image. Secmtinuous data streangise naturally, for exam-

ple, in the network installations of large telecom and Internet service providers where
detailed usage information (Call-Detail-Records, SNMP/RMON packet-flow data, etc.)
from different parts of the underlying network needs to be continuously collected and
analyzed for interesting trends. Other applications that generate rapid-rate and massive
volumes of stream data include retail-chain transaction processing, ATM and credit card



operations, financial tickers, Web-server activity logging, and so on. In most such ap-
plications, the data stream is actually accumulated and archived in the DBMS of a (per-
haps, off-site) data warehouse, often making access to the archived data prohibitively
expensive. Further, the ability to make decisions and infer interesting pattesinse

(i.e., as the data stream arrives) is crucial for several mission-critical tasks that can
have significant dollar value for a large corporation (e.g., telecom fraud detection). As

a result, there has been increasing interest in designing data-processing algorithms that
work over continuous data streams, i.e., algorithms that provide results to user queries
while looking at the relevant data iterngly once and in a fixed ordédetermined by

the stream-arrival pattern).

Given the large diversity of users and/or applications that a generic query-processing
environment typically needs to support, it is evident that any realistic stream-query pro-
cessor must be capable of effectively handingltiple standing queries over a collec-
tion of input data streams. Given a collection of queries to be processed over incoming
streams, two key effectiveness parameters are (1) the amoumrabrymade avail-
able to the on-line algorithm, and (2) ther-item processing timequired by the query
processor. Memory, in particular, constitutes an important constraint on the design of
stream processing algorithms since, in a typical streaming environment, only limited
memory resources are made available to each of the standing queries.

Prior Work. The recent surge of interest in data-stream computation has led to several
(theoretical and practical) studies proposing novel one-pass algorithms with limited
memory requirements for different problems; examples include: quantile and order-
statistics computation [1]; distinct-element counting [2, 3]; frequent itemset counting [4];
estimating frequency moments, join sizes, and difference norms [5-7]; and computing
one- or multi-dimensional histograms or Haar wavelet decompositions [8, 9]. All these
papers rely on an approximate query-processing model, typically based on an appro-
priate underlying synopsis data structure. The synopses of choice for a number of the
above-cited papers are based on the key idepsefido-random sketchagich, es-
sentially, can be thought of as simple, randomized linear projections of the underlying
data vector(s) [10]. In fact, in our recent work [11], we have demonstrated the utility of
sketch synopses in computing provably-accurate approximate answesrigteSQL

query comprising (possibly) multiple join operators.

None of these earlier research efforts has addressed the more general problem of
effectively providing accurate approximate answensitdtiple SQL queries over a col-
lection of input streams. Of course, the problenmafiti-query optimizatioithat is, op-
timizing multiple queries for concurrent execution in a conventional DBMS) has been
around for some time, and several techniques for extending conventional query opti-
mizers to deal with multiple queries have been proposed [12]. The cornerstone of all
these techniques is the discovery of common query sub-expressions whose evaluation
can be shared among the query-execution plans produced.

Our Contributions. In this paper, we tackle the problem of efficiently processing mul-
tiple (possibly, multi-join) concurrent aggregate SQL queries over a collection of input
data streams. Similar to earlier work on data streaming [5, 11], our approach is based on
computing small, pseudo-random sketch synopses of the data. We demonstrate that, in
the presence of multiple query expressions, intelligesitigring sketcheamong con-



current (approximate) query evaluations can result in substantial improvements in the
utilization of the available sketching space and the quality of the resulting approxima-
tion error guarantees. We provide necessary and sufficient conditions for multi-query
sketch sharing that guarantee the correctness of the resulting sketch-based estimators.
We also attack the difficult optimization problem of determining sketch-sharing config-
urations that are optimal (e.g., under a certain error metric for a given amount of space).
We prove that optimal sketch sharing typically gives ris/tB-hard questions, and we
propose novel heuristic algorithms for finding effective sketch-sharing configurations in
practice. More concretely, the key contributions of our work can be summarized as fol-
lows.

e Multi-Query Sketch Sharing: Concepts and Conditions.We formally introduce

the concept ofketch sharindor efficient, approximate multi-query stream processing.
Briefly, the basic idea is to share sketch computation and sketching space across several
queries in the workload that can effectively use the same sketches over (a subset of) their
input streams. Of course, since sketches and sketch-based estimators are probabilistic
in nature, we also need to ensure that this sharing does not degrade the correctness and
accuracy of our estimates by causing desirable estimator properties (e.g., unbiasedness)
to be lost. Thus, we present necessary and sufficient conditions (based on the resulting
multi-join graph) that fully characterize such “correct” sketch-sharing configurations

for a given query workload.

¢ Novel Sketch-Sharing Optimization Problems and Algorithms.Given that multi-

ple correct sketch-sharing configurations can exist for a given stream-query workload,
our processor should be able to identify configurations that are optimal or near-optimal;
for example, under a certain (aggregate) error metric for the workload and for a given
amount of sketching space. We formulate these sketch-sharing optimization problems
for different metrics of interest, and propose novel algorithmic solutions for the two
key sub-problems involved, namely: ($pace AllocationDetermine the best amount

of space to be given to each sketch for a fixed sketch-sharing configuration; and, (2)
Join CoalescingDetermine an optimal sketch-sharing plan by deciding which joins in
the workload will share sketches. We prove that these optimization problems (under
different error metrics) are typicallyP-hard; thus, we design heuristic approximation
algorithms (sometimes with guaranteed bounds on the quality of the approximation) for
finding good sketch-sharing configurations in practice.

e Implementation Results Validating our Sketch-Sharing TechniquesWe present

the results from an empirical study of our sketch-sharing schemes with several syn-
thetic data sets and realistic, multi-query workloads. Our results clearly demonstrate
the benefits of effective sketch-sharing, showing that very significant improvements in
answer quality are possible compared to a naive, no-sharing approach. Specifically, our
experiments indicate that sketch sharing can boost accuracy of query answers by factors
ranging from 2 to 4 for a wide range of multi-query workloads.

Due to space constraints, the proofs of our analytical results and several details have
been omitted; the complete discussion can be found in the full version of this paper [13].
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Fig. 1. Stream Multi-Query Processing Architecture.

2 Streams and Random Sketches

2.1 Stream Data-Processing Model

We now briefly describe the key elements of our generic architecture for multi-query
processing over continuous data streams (depicted in Fig, 1); similar architectures (for
the single-query setting) have been described elsewhere (e.g., [11, 8]). Consider a work-
load @ = {Q1,...,Q4} comprising a collection of (possibly) complex SQL queries
Q1,...,Q, over a set of relations?,, ..., R, (of course, each query typically ref-
erences a subset of the relations/attributes in the input). AlspizJetlenote the total
number of tuples ik;. In contrast to conventional DBMS query processors, our stream
guery-processing engine is allowed to see the data tupl&s,in ., R, only onceand

in fixed order as they are streaming in from their respective source(s). Backtracking
over the data stream and explicit access to past data tuples are impossible. Further, the
order of tuple arrival for each relatioR; is arbitrary and duplicate tuples can occur
anywhere over the duration of the, stream. (Our techniques can also readily handle
tupledeletiondn the streams.)

Our stream query-processing engine is also allowed a certain amount of memory,
typically significantly smaller than the total size of the data. This memory is used to
maintain a set of concisynopsefor each data streaifd;. The key constraints imposed
on such synopses are that: (1) they are much smaller than the total number of tuples
in R; (e.g., their size is logarithmic or polylogarithmic j&;|); and, (2) they can be
computed quickly, in a single pass over the data tupleB;ifn the (arbitrary) order
of their arrival. At any point in time, our query-processing algorithms can combine the
maintained collection of synopses to produce approximate answers to all quedes in

2.2 Approximating Single-Query Answers with Pseudo-Random Sketches

The Basic Technique: Binary-Join Size Tracking [5, 6].Consider a simple stream-
processing scenario where the goal is to estimate the size of a binary join of two streams



Ry and R, on attributesR;.A; and Rs.A,, respectively. That is, we seek to approxi-
mate the result of quer§) = COUNTR; <g, 4,=R,.4, R2) as the tuples oR?; and
Ry are streaming in. Letom(A) denote the domain of an attribute® and f (i) be the
frequency of attribute valugin R.A. (Note that, by the definition of the equi-join op-
erator, the two join attributes have identical value domains,daa(A;) = dom(As).)
Thus, we want to produce an estimate for the expres@ion) ., c 4,4, 1. () fr, (4).
Clearly, estimating this join size exactly requires at l¢a§dom(A;)|) space, making
an exact solution impractical for a data-stream setting. In their seminal work, Alon et
al. [5, 6] propose a randomized technique that can offer strong probabilistic guarantees
on the quality of the resulting join-size estimate while using space that can be signifi-
cantly smaller thafdom( A, ).

Briefly, the basic idea of their scheme is to define a random varidpleéhat can
be easily computed over the streaming value£pf4; and R,.A,, such that (1)X¢
is anunbiased(i.e., correct on expectation) estimator for the target join size, so that
E[Xqg] = Q; and, (2)Xg's variance (VafX)) can be appropriately upper-bounded to
allow for probabilistic guarantees on the quality of thestimate. This random variable
X is constructed on-line from the two data streams as follows:

— Select a family ofour-wise independent binary random variablgs : i = 1,. ..,
|dom(A;)|}, where eaclf; € {—1,+1} andP[¢; = +1] = Pl = —1] = 1/2
(i.e., E[¢;] = 0). Informally, the four-wise independence condition means that for
any 4-tuple of¢; variables and for any 4-tuple df1,+1} values, the probabil-
ity that the values of the variables coincide with those in{hé, +1} 4-tuple is
exactly1/16 (the product of the equality probabilities for each individggl The
crucial point here is that, by employing known tools (e.g., orthogonal arrays) for the
explicit construction of small sample spaces supporting four-wise independence,
such families can be efficiently constructed on-line using @njog |[dom(A;)|)
space [6].

— DefineXq = X; - Xy, whereXy, = >, i0n4,) fR. (1), for k = 1, 2. Quantities
X, and X, are called theatomic sketchesf relations R, and R, respectively.
Note that each¥}, is simply a randomized linear projection (inner product) of the
frequency vector oRy. A, with the vector of¢;’s that can be efficiently generated
from the streaming values of;, as follows: Start withX;, = 0 and simply add;
to X, whenever thet” value of A;, is observed in the stream.

The quality of the estimation guarantees can be improved using a stdratzstihg
techniquethat maintains several independent identically-distributed (iid) instantiations
of the above process, and uses averaging and median-selection operators oigr the
estimates to boost accuracy and probabilistic confidence [6]. (Independent instances can
be constructed by simply selecting independent random seeds for generating the fami-
lies of four-wise independet’s for each instance.) As above, we use the tatamic
sketchto describe each randomized linear projection computed over a data stream. Let-
ting SJ; (k = 1, 2) denote the self-join size dt;. A, (i.e., S§ = Ziedom(Ak.) fr,.(1)?),

4 Without loss of generality, we assume that each attribute dosraifA) is indexed by the set
of integers{1, - - - , |dom(A)|}, where|dom(A)| denotes the size of the domain.



the following theorem [5] shows how sketching can be applied for estimating binary-
join sizes in limited space. (By standard Chernoff bounds [14], using median-selection
overO(log(1/6)) of the averages computed in Theorem 1 allows the confidence in the
estimate to be boosted to— §, for any pre-specified < 1.)

Theorem 1 ([5]). Let the atomic sketcheX; and X, be as defined above. Then
E[Xg] = E[X1X5] = @ and ValXgp) < 2-8SJ - SJ. Thus, averaging th&
estimates oved( SC‘;JE;L ) iid instantiations of the basic scheme, guarantees an estimate
that lies within a relative error af from @ with constant probability. O

This theoretical result suggests that the sketching technique is an effective estima-
tion tool only for joins with reasonably high cardinality (with respect to the product
of the individual self-join sizes); thus, it may perform poorly for very selective, low-
cardinality joins. Note, however, that the strong lower bounds shown by Alon et al. [5]
indicate thainyapproximate query processing technique is doomed to perform poorly
(i.e., use large amounts of memory) for such low-cardinality joins. Thus, it appears that
the only effective way to deal with such very selective joins is through exact computa-
tion.

Single Multi-Join Query Answering [11]. In our recent work [11], we have extended
sketch-based techniques to approximate the result of a simgtejoin aggregate SQL
query over a collection of streamsviore specifically, our work in [11] focuses on ap-
proximating a multi-join stream querg of the form: “SELECT COUNT FROR],
R, ..., R. WHERE", where £ represents the conjunction of ef equi-join con-
straints of the formRk;. A; = Ry.A; (R;.A; denotes thg'” attribute of relationR;).
The extension to other aggregate functions, &gMis fairly straightforward [11]; fur-
thermore, note that dealing with single-relation selections is similarly straightforward
(simply filter out the tuples that fail the selection predicate from the relational stream).
Our developmentin [11] also assumes that each attriButé; appears ii€ at most
once; this requirement can be easily achieved by simply renaming repeating attributes
in the query. In what follows, we describe the key ideas and results from [11] based on
the join-graph model of the input queg, since this will allow for a smoother transition
to the multi-query case (Section 3).
Given stream quer§), we define thgoin graphof @ (denoted by7 (Q)), as follows.
There is a distinct vertex in 7 (Q) for each streank; referenced irQ) (we useR(v)
to denote the relation associated with vertgxFor each equality constraifl;. 4; =
Ry.A;in £, we add a distinct undirected edge-< v, w > to J(Q), whereR(v) = R;
and R(w) = Ry; we also label this edge with the triple R;.A;, R;.A;,Q > that
specifies the attributes in the corresponding equality constraint and the enclosing query
Q (the query label is used in the multi-query setting). Given an edge: v, w > with
label < R;.A;, Ri.A;,Q >, the three components efs label triple can be obtained
as A,(e), Ay,(e) andQ(e). (Clearly, by the definition of equi-joingiom(4,(e)) =
dom(A,(e)).) Note that there may be multiple edges between a pair of vertices in the

5 [11] also describes sketch-partitioningechnique for improving the quality of basic sketching
estimates; this technique is essentially orthogonal to the multi-query problems considered in
this paper, so we do not discuss it further.
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Fig. 2. Example Query Join Graph.

join graph, but each edge has its own distinct label triple. Finally, for a vertix
J (@), we denote the attributes &f(v) that appear in the input query (or, queries) as
A(v); thus, A(v) = {4,(e) : edgee is incident onv}.

The result of@ is the number of tuples in the cross-producttt . . ., R, that sat-
isfy the equality constraints ii over the join attributes. Similar to the basic sketching
method [5, 6], our algorithm [11] constructs an unbiased, bounded-variance probabilis-
tic estimateX¢ for @) using atomic sketches built on the vertices of the join graph
J(Q). More specifically, for each edge =< v,w > in J(Q), our algorithm de-
fines a family of four-wise independent random variatdés= {£¢ : i = 1, ...,
|dom(A,(e))|}, where eacly? € {—1,+1}. The key here is that the equHom attribute
pair A, (e), A, (e) associated with edgeshares the santefamily; on the other hand,
distinct edges of7 (Q) useindependently-generatedfamilies (using mutually inde-
pendent random seeds). The atomic skeXchfor each vertex in J(Q) is built as
follows. Letey, .. ., e, be the edges incident anand, fori; € dom(A,(e1)),. .., ik €
dom(A,(ex)), let f, (i1, . .., ix) denote the number of tuples B(v) that match values
i1,..., 1 in their join attributes. More formallyf, (i1, ..., i) is the number of tuples
t € R(v) such that[A,(e;)] = i;, for 1 < j < k (t[Aj] denotes the value of attribute
Aintuplet). Then, the atomic sketchais X, =, caon(a,(e1)) """ 2oipedon(Ay(er))

folit, ... ig) Hj:1 gfj Finally, the estimate fof) is defined asXy = [], X, (that

is, the product of the atomic sketches for all vertices/ifQ?)). Note that each atomic
sketch X, is again a randomized linear projection that can be efficiently computed as
tuples of R(v) are streaming in; more specificalli(,, is initialized to 0 and, for each
tuplet in the R(v) stream, the quantiti][;i“:1 gf[fAu(ej)] € {—1,+1} is added taX,,.

Example 1.Consider quer) =SELECT COUNT FRQM, Rs, R3s WHERRR.A; =
Rs.A; ANDRy.A3 = Rj3.A5. The join graphJ (Q) is depicted in Figure 2, with
verticesvy, vy, andvs corresponding to strean’d,, R», and R3, respectively. Sim-
ilarly, edgese; ande, correspond to the equi-join constrainis.A; = Rs.A; and
Ry.As = R3.As, respectively. (Just to illustrate our notatid(v1) = Ri, Ay, (e1)

= Ry.A; and A(vy) = {R3.41, Ry.A3}.) The sketch construction defines two fami-
lies of four-wise independent random families (one for each edgg)} and {¢;*}.
The three atomic sketches,,, X,,, and X,, (one for each vertex) are defined as:
XUI = ZzEdom(R1 A1) f”l( )561 X“2 = ZZEdom(Rz A1) Z]Edom(Rz Az) fU2 (Z.’j)gielg@'
andX,, = Z]Edom(R3 A, Jus (7)€ - The value of random variabl¥q = X, Xo, Xy,
gives the sketching estimate for the resultbf]

Our analysis in [11] shows that the random varialllg constructed above is an
unbiased estimator fap, and demonstrates the following theorem which generalizes
the earlier result of Alon et al. [5] to multi-join queries. (SF >_.

Y i caon(ay(ep)) Jolit, - ik)? is the self-join size oR(v).)

i1€dom( A, (e1)) "’



Theorem 2 ([11]). Let @ be aCOUNTquery withn equi-join predicates such that
J(Q) contains no cycles of length 2. Then,E[Xg] = @ and using sketching space

of O(W), it is possible to approximat€ to within a relative error ot
with probability at least — &, where VafX] < 22" IL, SJ. O

3 Sketch Sharing: Basic Concepts and Problem Formulation

In this section, we turn our attention to sketch-based processinbiiple aggregate

SQL queries over streams. We introduce the basic idea of sketch sharing and demon-
strate how it can improve the effectiveness of the available sketching space and the
quality of the resulting approximate answers. We also characterize the class of correct
sketch-sharing configurations and formulate the optimization problem of identifying an
effective sketch-sharing plan for a given query workload.

3.1 Sketch Sharing

Consider the problem of using sketch synopses for the effective processing of a query
workloadQ = {Q1, ..., Q,} comprising multiple (multi-joinCOUNTaggregate que-

ries. As in [11], we focus of€OUNTSsince the extension to other aggregate functions

is relatively straightforward; we also assume an attribute-renaming step that ensures
that each stream attribute is referenced only once in each adfseof course, the

same attribute can be used multiple times across the quer@k irinally, as in [11],

we do not consider single-relation selections, since they can be trivially incorporated
in the model by using the selection predicates to define filters for each stream. The
sketching of each relation is performed using only the tuples that pass the filter; this
is equivalent to introducing virtual relations/streams that are the result of the filtering
process and formulating the queries with respect to these relations. This could poten-
tially increase the number of relations and reduce the number of opportunities to share
sketches (as described in this section), but would also create opportunities similar to
the ones investigated by traditional MQO (e.g., constructing sketches for common filter
sub-expressions). In this paper, we focus on the novel problem of sharing sketches and
we do not investigate further how such techniques can be used for the case where se-
lection predicates are allowed. As will become apparent in this section, sketch sharing
is very different from common sub-expression sharing; traditional MQO techniques do
not apply for this problem.

An obvious solution to our multi-query processing problem is to build disjoint join
graphs7(Q;) for each queny); € Q, and construct independent atomic sketches for
the vertices of eacty (Q;). The atomic sketches for each vertexdfQ;) can then be
combined to compute an approximate answeidoas described in [11] (Section 2.2).

A key drawback of such a naive solution is that it ignores the fact that a rel&tiomy
appear in multiple queries i@. Thus, it should be possible to reduce the overall space
requirements bgharingatomic-sketch computations among the vertices for strBam

in the join graphs for the queries in our workload. We illustrate this in the following
example.
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Fig. 3. Example Workload with Sketch-Sharing Potential.

Example 2.Consider queries); = SELECT COUNT FROM,, Rs, R3 WHERE
Rl.Al = RQ.Al ANDR2A2 = R3.A2 anng = SELECT COUNT FROM,R?,
WHERR;.A; = R3.As. The naive processing algorithm described above would main-
tain two disjoint join graphs (Fig. 3) and, to compute a single g&ip, , Xq,) of
sketch-based estimates, it would use three families of random varigbleg¥¢, and
£¢3), and a total of five atomic sketcheX¥{, , k= 1,...,5).

Instead, suppose that we decide to re-use the atomic skgtcfor v; also forvy,
both of which essentially correspond to the same attribute of the same stiRgam ).
Since for eachi € dom(R1.A41), fu, (i) = fo, (i), we getX,, = Xo, = 3, caon(r, A1)
Jva (1), Of course, in order to correctly compute a probabilistic estimaté)af
we also need to use the same fangfy in the computation ofX,,; that is, X,,, =
Dicaon(Ry.Ay) Jus ()& Itis easy to see that both final estimafes, = X, Xy, X,
andXg, = X,, X,, satisfy all the premises of the sketch-based estimation results in
[11]. Thus, by simply sharing the atomic sketchesdprndwv,, we have reduced the
total number of random families used in our multi-query processing algorithm to two
(&°r and£©2) and the total number of atomic sketches maintained to four.

Let 7(Q) denote the collection of all join graphs in worklo& i.e., all 7 (Q;)
for Q; € Q. Sharing sketches between the vertices9®) can be seen as a transfor-
mation of 7(Q) that essentiallycoalescewertices belonging to different join graphs
in 7(Q). (We also use7(Q) to denote the transformed multi-query join graph.) Of
course, as shown in Example 2, vertices J7(Q;) andw € J(Q;) can be coalesced
in this manneponly if R(v) = R(w) (i.e., they correspond to the same data stream) and
A(v) = A(w) (i.e., bothQ; andQ; use exactly the same attributes of that stream). Such
vertex coalescing implies that a vertexn [7(Q) can have edges from multiple differ-
ent queries incident on it; we denote the set of all these queri€g@si.e.,Q(v) =
{Q(e) : edgee is incident orw}. Figure 4(a) pictorially depicts the coalescing of ver-
ticesv; andwv, as discussed in Example 2. Note that, by our coalescing rule, for each
vertexwv, all queries inQ(v) are guaranteed to use exactly the same set of attributes of
R(v), namelyA(v); furthermore, by our attribute-renaming step, each quei@ (in)
uses each attribute il(v) exactly once. This makes it possible to share an atomic
sketch built for the coalesced verticescross all queries if(v) but, as we will see
shortly, cannot guarantee the correctness of the resulting sketch-based estimates.

Estimation with Sketch Sharing. Consider a multi-query join grapli (Q), possibly
containing coalesced vertices (as described above). Our goal here is t@tmumat
sketches corresponding to individual verticés7 (Q) that can then be used for obtain-
ing sketch-based estimates i the queries in our workloa@. Specifically, consider



aquery@ € Q, and letV(Q) denote the (sub)set of verticesjH{ Q) attached to a join-
predicate edge corresponding@® that is,V(Q) = {v : edgee is incident onv and
Q(e) = Q}. Our goal is to construct an unbiased probabilistic estim&jeor () using
the atomic sketches built for vertices(Q).

The atomic sketch for a vertex of 7(Q) is constructed as follows. As before,
each edge € 7(Q) is associated with a familg® of four-wise independerit—1, +1}
random variables. The difference here, however, is that edges attached to fayde
the same attributeof R(v) share thesame¢ family since thesamesketch of R(v)
corresponding to vertexis used to estimatall queries inQ(v); this, of course, implies
that the number ddiistinct¢ families for all edges incident omis exactly|.A(v)| (each
family corresponding to a distinct attribute Bfv)). Furthermore, all distingt families
in 7 (Q) are generated independently (using mutually independent seeds). For example,
in Figure 4(a), sinced,, (e1) = A,, (e3s) = R1.41, edgese; andes share the samg
family (i.e., &2 = £°1); on the other hand;¢* and&©2 are distinct and independent.
AssumingA = {4, ..., A} and lettingt?, . . ., ¢ denote thé: corresponding distinct
¢ families attached te, the atomic sketclX,, for nodew is simply defined as{, =
D in, i) Ar s xAg Jo(iLs s ik) H;?:lgfj (again, a randomized linear projection).
The final sketch-based estimate for quérys the product of the atomic sketches over
all vertices inV (Q), i.e., Xqg = HveV(Q) X,.

Correctness of Sketch-Sharing ConfigurationsThe X, estimate construction de-
scribed above can be viewed as simply “extracting” the join (sub)gr&h) for query
Q from the multi-query graply7(Q), and constructing a sketch-based estimate;for
as described in Section 2.2. This is because, if we were to only retgfiiidh vertices
and edges associated with then the resulting subgraph is identicalfdQ). Further-
more, our vertex coalescing (which completely determines the sketches to be shared)
guarantees tha&p references exactly the attributdgv) of R(v) for eachw € V(Q), so
the atomic sketclX,, can be utilized.

There is, however, an important complication that our vertex-coalescing rule still
needs to address, to ensure that the atomic sketches for vertigé®ofprovide unbi-
ased query estimates with variance bounded as described in Theorem 2. Given an esti-
mateX, for queryQ (constructed as above), unbiasedness and the bounds|[ofyYar
given in Theorem 2 depend crucially on the assumption thag thmilies used for the
edges in7(Q) are distinct and independent. This means that simply coalescing vertices
in J(Q) that use the same set of stream attributes is insufficient. The problem here is
that the constraint that all edges for the same attribute incident on a vesteere the
samet family may (by transitivity) force edges for the same quéryo share identical
¢ families. The following example illustrates this situation.

Example 3.Consider the multi-query join grapfi(Q) in Figure 4(b) for queries);
and@- in Example 3. (7(Q) is obtained as a result of coalescing vertex pajrs,
andvs, vs in Fig, 3.) SinceA,, (e1) = A,,(e3) = R1.A; and A, (e2) = A,,(e3) =
R3.As, we get the constraints’s = £°t and£®s = £¢°2. By transitivity, we haveg®: =

£z = £93 j.e., all three edges of the multi-query graph share the safamily. This,

in turn, implies that the samg family is used on both edges of quef¥; that is,
instead of being independent, the pseudo-random families used on the two edges of
are perfectly correlated! It is not hard to see that, in this situation, the expectation and
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Fig. 4. Multi-Query Join Graphg7 (Q) for Example 2.

variance derivations faK ¢, will fail to produce the results of Theorem 2, since many
of the zero cross-product terms in the analysis of [5, 11] will fail to varish.

As is clear from the above example, the key problem is that constraints reggliring
families for certain edges incident on each vertex/@Q) to be identical, can transi-
tively ripple through the graph, forcing much larger sets of edges to share theisame
family. We formalize this fact using the following notion of (transitidequivalence
among edges of a multi-query graph( Q).

Definition 1. Two edgeg; andes in J(Q) are said to be-equivalent if either (1},
ande, are incident on a common vertexand A, (e;) = A4,(e2); or (2) there exists an
edgee; such thate; andeg are {-equivalent, an@, andes are £-equivalent.

Intuitively, the classes of thé-equivalence relation represent exactly the sets of
edges in the multi-query join grapfi(Q) that need to share the sagé&mily; that is,
for any pair of¢-equivalent edges; ande,, it is the case thag®* = ¢£°2. Since, for
estimate correctness, we require that all the edges associated with a query have distinct
and independerg families, our sketch-sharing algorithms only consider multi-query
join graphs that arevell-formed as defined below.

Definition 2. A multi-query join graph7(Q) is well-formed iff, for every pair of-
equivalent edges, andes in 7(Q), the queries containing; ande, are distinct, i.e.,

Q(e1) # Qlez2).

Itis not hard to prove that the well-formedness condition described above is actually
necessary and sufficient for individual sketch-based query estimates that are unbiased
and obey the variance bounds of Theorem 2. Thus, our shared-sketch estimation process
over well-formed multi-query graphs can readily apply the single-query results of [5,
11] for each individual query in our workload.

3.2 Problem Formulation

Given a large workload® of complex queries, there can obviously be a large number
of well-formed join graphs foQ, and all of them can potentially be used to provide
approximate sketch-based answers to querie@.i\t the same time, since the key
resource constraint in a data-streaming environment is imposed by the amount of mem-
ory available to the query processor, our objective is to compute approximate answers



to queries inQ that are as accurate as possible given a fixed amount of mebhdoy
the sketch synopses. Thus, in the remainder of this paper, we focus on the problem of
computing (1) a well-formed join grapli (Q) for Q, and (2) an allotment of thé/
units of space to the vertices gf(Q) (for maintaining iid copies of atomic sketches),
such that an appropriate aggregate error metric (e.g., average or maximum error) for all
queries inQ is minimized.

More formally, letm,, denote the sketching space allocated to vertée., number
of iid copies ofX,). Also, letA/ denote the number of iid copies built for the query es-
timate Xq. SinceXq = [],cy () Xv. itis easy to see thall, is actually constrained
by the minimumnumber of iid atomic sketches constructed for each of the nodes in
V(Q); that is, Mg = min,cy(g){m.}. By Theorem 2, this implies that the (square)

error for query@ is equal toWg /Mg, whereW, = Sg?)?g?] is a constant for each

query @ (assuming a fixed confidence parameierOur sketch-sharing optimization
problem can then be formally stated as follows.

Problem Statement.Given a query workload®@ = {Q1,...,Q,} and an amount
of sketching memon/, compute a multi-query graplf (Q) and a space allotment
{m, : foreachnode in 7(Q)} such that one of the following two error metrics is
minimized:

— Average query error i =3, %.

— Maximum query error i@ = maxQGQ{%}.

subject to the constraints: (IJ(Q) is well-formed; (2)°, m, < M (i.e., the space
constraint is satisfied); and, (3) For all vertieet J(Q), for all queries € Q(v),
MQ S My . O

The above problem statement assumes that the “wei§tfor each query) € Q
is known. Clearly, if coarse statistics in the form of histograms for the stream relations
are available (e.qg., based on historical information or coarse a-priori knowledge of data
distributions), then estimates f&{X ] and VafX] (and, consequently¥g) can be
obtained by estimating join and self-join sizes using these histograms [11]. In the event
that no prior information is available, we can simply set edéh = 1; unfortunately,
even for this simple case, our optimization problem is intractable (see Section 4).

In the following section, we first consider the sub-problem of optimally allocat-
ing sketching space (such that query errors are minimized) to the verticegivéra
well-formed join graph7(Q). Subsequently, in Section 5, we consider the general op-
timization problem where we also seek to determine the best well-formed multi-query
graph for the given workloa@. Since most of these questions turn out to\68-hard,
we propose novel heuristic algorithms for determining good solutions in practice. Our
algorithm for the overall problem (Section 5) is actually an iterative procedure that uses
the space-allocation algorithms of Section 4 as subroutines in the search for a good
sketch-sharing plan.

4 Space Allocation Problem

In this section, we consider the problem of allocating space optimally given a well-
formed join graph/ = J(Q) such that the average or maximum error is minimized.



4.1 Minimizing the Average Error

The problem of allocating space to sketches in a way that minimizes the average error
turns out to be\VP-hard even whefiV, = 1. Given the intractability of the problem,

we look for an approximation based on its continuous relaxation, i.e., we allow the
Mg’s andm,,’s to be continuous. The continuous version of the problem is a convex
optimization problem, which can be solved exactly in polynomial time using, for exam-
ple, interior point methods [15]. We can then show that a near-optimal integer solution
is obtained by rounding down (to integers) the optimal continuous values dflgis
andm,’s.

Since standard methods for solving convex optimization problems tend to be slow
in practice, we developed a novel specialized solution for the problem at hand. Our
solution, which we believe has applications to a much wider class of problems than the
optimal space allocation problem outlined in this paper, is based on a novel usage of
the Kuhn-Tucker optimality conditions (KT-conditions). We rewrite the problem using
the KT conditions, and then we solve the problem through repeated application of a
specific Max-Flow formulation of the constraints. Due to space limitations, we omit a
detailed description of the algorithm and the analysis of its correctness; details can be
found in the full version of this paper [13]. Our results are summarized in the following
theorem:

Theorem 3. There is an algorithm that computes the optimal solution to the average-
error continuous convex optimization problem in at m@étmin{| 9|, |.J|}-(|Q|+|.J|)?)

steps. Furthermore, rounding this optimal continuous solution results in an integer solu-
tion that is guaranteed to be within a factor(dft+ %) of the optimal integer solution.

0

4.2 Minimizing the Maximum Error

It can be easily shown (see [13] for details) that the problem of minimizing the max-
imum error can be solved in tim@(|J|log|J|) by the following greedy algorithm:

(1) take eachn, proportional tomaxgeqw) Wg), (2) round down eachn, com-
ponent to the nearest integer, and (3) take the remaining spacé.J| and allocate
one extra unit of space to each of the nodes with dfsmallest values for quantity
my/ Maxgeq(v) Wo-

5 Computing a Well-formed Join Graph

The optimization problem we are trying to solve is: find a well-formed g@p@) and
the optimal space allocation to the vertices®fQ) such that the average or maximum
error is minimized. If we také/y = 1 for all queries and minimize the maximum error,
this optimization problem reduces to the problem of finding a well-formed join graph
J (Q) with the minimum number of vertices; this problen\&P-hard (see [13] for the
proof) which makes the initial optimization probleNiP-hard as well.

In order to provide an acceptable solution in practice we designed a greedy heuris-
tic, that we callCoalesceJoinGraphs , for computing a well-formed join graph



with small error. The AlgorithnCoalesceJoinGraphs iteratively merges pair of
vertices inJ that causes the largest decrease in error, until the error cannot be reduced
any further by coalescing vertices. It uses the algorithm to compute the average (Sec-
tion 4.1) or maximum error (Section 4.2) for a join graph as a subroutine, which we
denote byComputeSpace , at every step. Also, in order to ensure that graphl-

ways stays well-formed/ is initially set to be equal to the set of all the individual

join graphs for queries i®. In each subsequent iteration, only vertices for identical
relations that have the same attribute sets and preserve the well-formediiese ab-
alesced. Well-formedness testing essentially involves partitioning the edgésnib
equivalence classes, each class consistigganfuivalent edges, and then verifying that

no equivalence class contains multiple edges from the same join query; it can be carried
out very efficiently, in time proportional to the number of edgeg'inThe Algorithm
CoalesceJoinGraphs needs to make at mo&t(N?) calls to ComputeSpace ,
whereN is the total number of vertices in all the join grapfi$Q) for the queries, and

this determines its time complexity.

6 Experimental Study

In this section, we present the results of an experimental study of our sketch-sharing
algorithms for processing multiplEOUNTqueries in a streaming environment. Our
experiments consider a wide range@DUNTqueries on a common schema and set

of equi-join constraints and with synthetically generated data sets. The reason we use
synthetic data sets is that these enable us to measure the effectiveness of our sketch
sharing techniques for a variety of different data distributions and parameter settings.
The main findings of our study can be summarized as follows.

o Effectiveness of Sketch SharingOur experiments with various realistic workloads
indicate that, in practice, sharing sketches among queries can significantly reduce the
number of sketches needed to compute estimates. This, in turn, results in better utiliza-
tion of the available memory, and much higher accuracy for returned guery answers.
For instance, for our first query set (its description is provided latter in this section), the
number of vertices in the final coalesced join graph returned by our sketch-sharing al-
gorithms decreases from 34 (with no sharing) to 16. Further, eveni&ith= 1 (for all
queriesQ), compared to naive solutions which involve no sketch sharing, our sketch-
sharing solutions deliver improvements in accuracy ranging from a factor of 2 to 4 for
a wide range of multi-query workloads.

e Benefits of Intelligent Space Allocation.The errors in the approximate query an-

swers computed by our sketch-sharing algorithms are smaller if approximate weight

informationWg = % for queries is available. Even with weight estimates based

on coarse statistics on the underlying data distribution (e.g., histograms), accuracy im-
provements of up to a factor of 2 can be obtained compared with using uniform weights
for all queries.

Thus, our experimental results validate the thesis of this paper that sketch sharing
can significantly improve the accuracy of aggregate queries over data streams, and that
a careful allocation of available space to sketches is important in practice.



6.1 Experimental Testbed and Methodology

Algorithms for Answering Multiple Aggregate Queries. We compare the error per-
formance of the following two sketching methods for evaluating query answers.

e No sketch sharinglhis is the naive sketching technique from Section 2.2 in which we
maintain separate sketches for each individual query join gg&h). Thus, there is no
sharing of sketching space between the queries in the workload, and independent atomic
sketches are constructed for each relation, query pair such that the relation appears in
the query.

e Sketch sharingn this case, atomic sketches for relations are reused as much as possi-
ble across queries in the workload for the purpose of computing approximate answers.
Algorithms described in Sections 4 and 5 are used to compute the well-formed join
graph for the query set and sketching space allocation to vertices of the join graph (and
queries) such that either the average-error or maximum-error metric is optimized. There
are two solutions that we explore in our study, based on whether prior (approximate)
information on join and self-join sizes is available to our algorithms to make more in-
formed decisions on memory allocation for sketches.

— No prior information. The weights for all join queries in the workload are set to 1,
and this is the input to our sketch-sharing algorithms.

— Prior information is available. The rati% is estimated for each workload
query, and is used as the query weight when determining the memory to be allo-
cated to each query. We use coarse one-dimensional histograms for each relational
attribute to estimate join and self-join sizes required for weight computation. Each
histogram is given 200 buckets, and the frequency distribution for multi-attribute
relations is approximated from the individual attribute histograms by applying the

attribute value independence assumption.

Query Workload. The query workloads used to evaluate the effectiveness of sketch
sharing consist of collections of JOIN-COUNT queries roughly based on the schema
and queries in TPC-H benchmark; this allows us to simulate a somewhat realistic sce-
nario in which sketches can be shared. The schema consists of six relations with one
to three join attributes. Three workloads have been defined on this schema. Workload
1, inspired by the TPC-H workload, consists of twelve queries. Workload 2 extends
the first workload with seventeen random queries. Workload 3 contains seven queries
from the workload 1 that contain one or two join constraints together with a query from
workload 3 that contains three join constraints. The full details, which we omit due to
lack of space, can be found in [13].

Data Set.We used the synthetic data generator from [16] to generate all the relations
in our experiments. The data generator works by populating uniformly distributed rect-
angular regions in the multi-dimensional attribute space of each relation. Tuples are
distributed across regions and within regions using a Zipfian distribution with values
Zinter @Nd zinirq, respectively. We set the parameters of the data generator to the fol-
lowing default values: size of each domain=1024, number of regions=10, volume of
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each region=1000-2000, skew across regians)=1.0, skew within each region
(2intra) =0.0—0.5 and number of tuples in each relation = 10,000,000.

Answer-Quality Metrics. In our experiments we use the square of the absolute relative
2
error ((ctual—approz)”y in the aggregate value as a measure of the accuracy of the

. 2
approxima?étqéﬁswer for a single query. For a given query workload, we consider both
the average-error and maximum-error metrics, which correspond to averaging over all
the query errors and taking the maximum from among the query errors, respectively.
We repeat each experiment 100 times, and use the average value for the errors across

the iterations as the final error in our plots.

6.2 Experimental Results

Results: Sketch SharingFigures 5 through 8 depict the average and maximum errors
for query workloads 1 and 2 as the sketching space is increased from 2K to 20K words.
From the graphs, it is clear that with sketch sharing, the accuracy of query estimates im-
proves. For instance, with workload 1, errors are generally a factor of two smaller with
sketch sharing. The improvements due to sketch sharing are even greater for workload 2
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where due to the larger number of queries, the degree of sharing is higher. The improve-
ments can be attributed to our sketch-sharing algorithms which drive down the number
of join graph vertices from 34 (with no sharing) to 16 for workload 1, and from 82 to

25 for workload 2. Consequently, more sketching space can be allocated to each vertex,
and hence the accuracy is better with sketch sharing compared to no sharing. Further,
observe that in most cases, errors are less than 10% for sketch sharing, and as would be
expected, the accuracy of estimates gets better as more space is made available to store
sketches.

Results: Intelligent Space Allocation.We plot in Figures 9 and 10, the average and
maximum error graphs for two versions of our sketch-sharing algorithms, one that is
supplied uniform query weights, and another with estimated weights computed using
coarse histogram statistics. We considered query workload 3 for this experiment since
workloads 2 and 3 have queries with large weights that access all the underlying rela-
tions. These queries tend to dominate in the space allocation procedures, causing the
final result to be very similar to the uniform query weights case, which is not happening
for query workload 3. Thus, with intelligent space allocation, even with coarse statistics
on the data distribution, we are able to get accuracy improvements of up to a factor of
2 by using query weight information.

7 Concluding Remarks

In this paper, we investigated the problem of processinflipleaggregate SQL queries

over data streams concurrently. We proved correctness conditions for multi-query sketch
sharing, and we developed solutions to the optimization problem of determining sketch-
sharing configurations that are optimal under average and maximum error metrics for
a given amount of space. We proved that the problem of optimally allocating space to
sketches such that query estimation errors are minimiz&d@fshard. As a result, for

a given multi-query workload, we developed a mix of near-optimal solutions (for space
allocation) and heuristics to compute the final set of sketches that result in small errors.
We conducted an experimental study with realistic query workloads; our findings indi-
cate that (1) Compared to a naive solution that does not share sketches among queries,



our sketch-sharing solutions deliver improvements in accuracy ranging from a factor of

2 to 4, and (2) The use of prior information about queries (e.g., obtained from coarse

histograms), increases the effectiveness of our memory allocation algorithms, and can
cause errors to decrease by factors of up to 2.
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